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EXECUTIVE SUMMARY 
 
The Early Detection Research Network (EDRN) of the U.S. National Cancer Institute (NCI) consisting of a research 
network of collaborating scientists from over 40 institutions is focused on identifying and validating cancer 
biomarkers at their earliest stages. “The work of the EDRN is concentrated on … the discovery of markers, the 
validation of markers in distinguishing the presence or absence of cancer, and testing markers for the ability to 
detect preclinical and early-stage disease” [1].  The EDRN was founded in 2000 and is currently led by the Cancer 
Biomarkers Research Group, the Division of Cancer Prevention, National Cancer Institute. It is comprised of 
Biomarker Discovery Laboratories, Biomarker Reference Laboratories, Clinical and Epidemiological Centers, and a 
Data Management and Coordinating Center.  The Jet Propulsion Laboratory serves as the informatics center.  For 
details, see www.cancer.gov/edrn. 
 
EDRN’s core mission is the discovery and validation of biomarkers.  Critical to that mission is having an 
informatics infrastructure that is “biomarker-centric”.  This involves having a core ontology  model that describes 
the elements of biomarker research that span the entire spectrum of activities of the EDRN investigators i.e. from 
tissue banking, to managing information about proposed biomarkers, to validation studies. Capturing the 
information into a “virtual data grid” allows EDRN to construct the EDRN Knowledge System which serves as an 
online, distributed resource of data and information described in EDRN’s core ontology. The EDRN Knowledge 
System promises to dramatically improve the capability for scientific research by enabling real-time access to a 
variety of information that crosses institutional boundaries.  There are clear scenarios for how such a system can 
improve the discovery process, flexibility and agility are at the core given the dynamic nature of cancer biomarker 
research. 
 
The EDRN Knowledge System is built on the notion of a “data grid”.  The data grid allows for linking loosely 
related items across a highly heterogeneous, distributed environment.   The infrastructure of the data grid is a set of 
information system services that allow distributed databases to be integrated and accessed real-time [2,3]. EDRN has 
been a pioneer at developing the “data grid” concept for bioinformatics having partnered with NASA’s Jet 
Propulsion Laboratory to deploy JPL’s data grid software tools for virtualized access to biospecimen data 
repositories distributed at several EDRN sites in 2002. 
 
Recognizing the need to build an effective knowledge system where biospecimens, scientific data, study specific 
data, and biomarker data can be captured, accessed, and shared at a national level via a transparent, grid-type 
architecture, the EDRN has focused on addressing five informatics goals: 
 
1. defining an information model (in the form of an ontology) for describing the EDRN problem space; 
2. enabling all components of the knowledge system to be distributed; 
3. providing software interfaces for capture, discovery, and access of data resources across the knowledge system; 
4. providing a secure transfer and distribution infrastructure to meet United States Federal regulations for data 
sharing of health information; and 
5. providing an integrated portal environment for access to the distributed EDRN data. 
 
The EDRN Knowledge System architecture takes a very pragmatic approach by deconstructing the process of 
biomarker research in early detection into a set of functions and providing a layered system with applications 
constructed on top of the infrastructure to enable the EDRN, as a collection of research institutions, to be integrated.  
The applications represent the critical functions that are performed by the research community in biomarker 
research.  Furthermore, by integrating these applications into an enterprise system, the EDRN is able to provide the 
capability for managing the biomarker information assets at a national level.   The architecture is therefore 
decomposed into a set of projects that make up the informatics portfolio.  These projects are implemented across the 
EDRN by a diverse informatics team located at multiple research institutions.   
 
 
These projects include: 
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1. development of Common Data Elements (CDEs) to explicitly capture and manage data attributes in a consistent 
manner; 
2. development of a core Biomarker Ontology, organizing the CDEs into a set of objects and relationships that 
represents the information space of biomarker research; 
3. development of an integrated system for accessing and sharing biospecimen information including specimen, 
epidemiological, and study information from biomarker research.  EDRN titled this project the “EDRN Resource 
Network Exchange” or ERNE; 
4. development of a Biomarker Database for annotating information about biomarkers and their relationship to 
studies and publications; 
5. development of an information system for Study Management.  This includes support for EDRN validation 
studies and provides an infrastructure for capturing and managing the information about EDRN studies; 
6. development of an infrastructure for capturing and warehousing results.  These results include the raw and 
processed data captured from EDRN validation studies.  EDRN provides a common software component called the 
EDRN Catalog and Archive System (eCAS) which can be configured to capture information across very different 
validation studies.  This information is then integrated into the EDRN Knowledge System; 
7. development of a Biomarker Atlas which allows for researchers to search the biomarker database based on 
anatomical maps (lung, colon, breast, etc).  The Biomarker Atlas allows for virtualized access to the information 
captured above in ERNE, eCAS,  the Biomarker Database and the EDRN Study Management System (VSIMS); and 
8. development of a Public Portal for sharing EDRN data results with the research community.   The EDRN Public 
Portal allows for access to all of the EDRNs published information.  It provides a “Google-like” search capability 
for searching the EDRN Knowledge System allowing users to browse and access the data assets.  The EDRN Public 
Portal provides multi-level security architecture to allow role-based access to information.  This allows EDRN to 
target releases of information for certain communities without compromising access to sensitive data. 
 
JPL has formed and led the Informatics Center at the Jet Propulsion Laboratory helping EDRN become a pioneer in 
cancer biomarker research and informatics. As JPL has shown in other science domains from exploring the universe 
to monitoring the earth through observation and science research, JPL has helped to leverage informatics technology 
to support scientific research enabling new approaches to scientific discovery. Advances in information technology 
are paving the way for scientific research networks to be constructed so that integrated and collaborative studies can 
be performed.  More and more, modeling and distributed system technologies are allowing for enterprise systems 
which provides access to distributed data and computational resources as an integrated “grid” of information and 
services. “Clearly, virtualized grids are in their infancy, but the needs of programs like the EDRN are demonstrating 
the benefits and the criticality for bringing scientific research endeavors together into a secure, integrated enterprise 
to support collaboration and discovery” [2] of biomarkers.  The EDRN is positioned to provide such a capability at a 
national level for biomarker research, discovery and validation. 
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I. INTRODUCTION 
 
The EDRN program is established to: (a) promote translational research to identify biomarkers 
for cancer risk, early detection, and molecular diagnosis and prognosis of early cancer; and (b) 
coordinate biomarker research and therapeutic strategies in order to reduce cancer morbidity and 
mortality. These goals are to be achieved through strategic and systematic, evidence-based 
discovery, development, and validation of biomarkers (for details, see the EDRN Objectives in 
the Guidelines document on the EDRN web site at http://edrn.nci.nih.gov/FOA-guidelines). 
 
The EDRN is comprised of several components including Biomarker Development Laboratories, 
Biomarker Reference Laboratories, Clinical Epidemiology and Validation Centers, the Data 
Management and Coordinating Center and the Informatics Center.  The Biomarker Development 
Laboratories (BDL) are responsible for the development and characterization of new biomarkers 
or the refinement of existing biomarkers.  The Biomarker Reference Laboratories (BRL) serve as 
a Network resource for the clinical and laboratory validation of biomarkers, which includes 
technological development, quality control, refinement, and high throughput.  The Clinical 
Validation Centers (CVC) conduct clinical and epidemiological research regarding the clinical 
application of biomarkers.  The Data Management and Coordination Center (DMCC) 
coordinates the EDRN research activities, providing logistic support, and conducting statistical 
and computational research for data analysis, analyzing data for validation.  The Informatics 
Center supports EDRN’s efforts through the development of a Network-wide informatics 
infrastructure to support data access, sharing and discovery. 
 
In the area of informatics, the EDRN has been a pioneer in providing a strong informatics 
component to support biomarker research using novel approaches.  As a distributed, 
collaborative network, EDRN relies on a strong infrastructure to support research across cancer 
research institutions and individual laboratories.  Since its inception, EDRN has had a grand 
vision for a knowledge system that enables researchers the ability to capture, access and share 
study and results from biomarker research using a modern informatics infrastructure. 
 
Since 2001, JPL has been working with the EDRN through an interagency agreement that 
allowed for the transfer and infusion of data and informatics system technology from space 
research. This has quickly allowed the EDRN to construct virtual systems that allow for sharing 
of data at a national level.  In 2005, JPL became the “Informatics Center” for EDRN and has 
worked to ensure that the informatics systems within EDRN are tightly integrated to support 
biomarker research using innovative approaches for constructing such a virtual system. 
 
The virtual system is unique across the National Cancer Institute by bridging diverse systems in 
order to support scientific collaboration and increase the ability to perform analysis of data 
across multiple computing environments. The EDRN Knowledge Environment, as it is known, is 
the flagship activity of the EDRN informatics team.  It is a national data grid that allows diverse 
systems to be integrated and to share data for the EDRN.  In traditional information systems, the 
solution is often to start over and build from the ground up.  EDRN, however, took diverse 
information and systems and connected them together using JPL’s Object Oriented Data 
Technology (OODT) software.  OODT won runner-up for NASA Software of the Year in 2003 
by serving as a science data system framework allowing for systems to be quickly built and 
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integrated using existing information as a way to improve analysis of distributed data.  OODT is 
heavily used at NASA to build mission data systems, share data sets for planetary and earth 
science and to support advanced climate research.   
 
The EDRN Knowledge System brings together the EDRN laboratories to pull information about 
biomarker, studies, specimens and results into an integrated enterprise for biomarker research.   
Figure 1 below shows the ERNE, the EDRN Resource Network Exchange (ERNE). ERNE was 
the first application built to support sharing of data for EDRN using OODT.  Fifteen sites have 
been connected to share specimen information.  In addition, JPL has worked across EDRN to 
support the capture, sharing, integration and analysis of EDRN data and to ensure that 
knowledge system provides the infrastructure needed to not only support sharing of data for 
single data objects such as specimens, but provide an entire knowledge system that semantically 
links all types of information together in order to transform EDRN into a true collaborative 
network with a deep knowledge-base of biomarker research.  In establishing this infrastructure, 
the informatics team has adhered to a set of critical goals for ensuring the informatics platform 
scaled to meet the long-term objectives of EDRN and could continue to be expanded as a success 
story for informatics within the National Cancer Institute. These goals include (NOTE 4th report 
here):  
 

1. Defining an information model for describing the EDRN problem space; 
2. enabling all components of the knowledge system to be distributed; 
3. providing software interfaces for capture, discovery and access of data resources; 
4. providing a secure transfer and distribution infrastructure to meet United States federal 

regulations for data sharing; and 
5. providing an integrated portal environment across the distributed EDRN 

 
 

 
 
 
While Figure 1 above shows the ERNE, our specimen sharing infrastructure, the EDRN has 
continued to expand the EDRN Knowledge System, as mentioned, to include eCAS, an 
infrastructure for warehousing biomarker data results, the biomarker database for capturing 
annotations, and VSIMS, a validation study infrastructure.  All of this is tied together through a 
public portal that provides a semantic, “Google-like” search capability for finding and navigating 

Figure 1: EDRN Resource Network Exchange for Specimens 
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results from EDRN biomarker studies.  Figure 2 shows the architecture model for the EDRN 
Knowledge Environment. 
 
 
 
 
 
 
 
 
 

 
 
 
  
 
 

 
 
 
 
II. TECHNICAL PROGRESS 
 
 
1. Developing the EDRN Informatics Architecture and Vision for Biomarker Research 
 
Architectures, particularly in software research and development, are strategic and useful for 
providing a roadmap for the development and integration of a large-scale informatics system.  
JPL has played a key role in definition of the EDRN informatics architecture. For EDRN, the 
architecture describes the software components and services along with the associated biomarker 
data types that support the specific needs of biomarker research and specifically the EDRN 
researchers at the Biomarker Development Laboratories, Biomarker Reference Laboratories, and 
Clinical Epidemiology and Validation Centers, and the Data Management and Coordinating 
Center.   
 
The EDRN informatics architecture is a highly distributed architecture that brings together a data 
and computational infrastructure of diverse groups and institutions to form the EDRN Knowledge 
Environment for early detection of cancer biomarkers.  EDRN, through the help of JPL, was one 
of the pioneers in defining and deploying this approach [10].  With the successful definition and 
implementation, it is now critical that EDRN begin to promote its architecture and ensure that it 
can be interoperable with other NCI and cancer research programs. For example, JPL on behalf 
of the EDRN, is working with the Canary Foundation to allow for data sharing with their 
informatics infrastructure.   
 
 
2. Development of the core EDRN informatics infrastructure 
 
During the 2001-2010 period, JPL was instrumental in helping to pioneer the use of distributed 
data system technologies to enable sharing of specimen, study and biomarker research results.  
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Figure 2: EDRN Knowledge Environment Architecture 
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This infrastructure has helped to form what is known as the EDRN Knowledge Environment.  A 
critical element of this was providing a software-computing infrastructure which allows for 
sharing of diverse databases across the EDRN.  It is the objective of JPL in the next phase of 
EDRN to continue to ensure the underlying informatics infrastructure is in place, installed and 
connected at EDRN research laboratories, and is used to enable sharing of distributed 
information to allow researchers access to the wealth of biomarker data within the EDRN 
collaborative enterprise.  This includes ensuring that best practices are used in applying modern 
information technologies and associated standards to allow for distributed access to the EDRN 
Knowledge Environment. 
 
JPL has substantial background in developing such national infrastructures.  First, JPL has 
developed a “data grid” middleware that enables sharing and computational services called the 
Object Oriented Data Technology (OODT) middleware [3].  This is a set of open source data 
grid components that allow for construction of distributed, data sharing systems around a set of 
distributed informatics services.  OODT has been successfully integrated across the EDRN 
allowing for sharing of data.  One of the most successful examples has been ERNE or the EDRN 
Resource Network Exchange.  ERNE allows EDRN sites to share information about available 
specimens without changing their underling infrastructures.  OODT, in this case, has been 
deployed to over fourteen EDRN sites.  In addition to ERNE, OODT has served as the under-
pinning informatics infrastructure for the EDRN Knowledge Environment allowing for sharing 
of scientific results and other information from biomarker validation studies.   
 
Outside EDRN, OODT is highly leveraged by several projects at NASA where it serves as the 
infrastructure for planetary science data management and archiving for the Planetary Data 
System, the science data processing infrastructure for several earth science missions (Orbiting 
Carbon Observatory, NPP Sounder PEATE, SMAP, and QuikSCAT/SeaWinds), and the for data 
exchange to enable inter-comparison between satellite observations and climate forecast models 
for the climate research community.   Figure 3 below shows the OODT middleware concept of 
sharing data and building virtual informatics systems. 
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Figure 3: OODT Middleware Concept 

 
 
 
 
3. Development and coordination of core biomarker databases  
 
JPL has worked very closely with NCI, the DMCC and the investigators to develop a set of 
online databases to support biomarker research.  These databases have been integrated into the 
EDRN Knowledge Environment and their access is served to the research community via the 
EDRN public portal.  These databases include: 

• EDRN Biomarker Database 
• EDRN Catalog and Archive Service (eCAS) 
• Validation Study Information Management System (VSIMS) and the EDRN Study 

Information System (eSIS) 
• EDRN Resource Network Exchange (ERNE) 

 
Figure 4 below shows these databases. 
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Figure 4: EDRN Knowledge Environment with Key Databases 
 
The Biomarker Database is an EDRN resource that captures, integrates and annotates 
information regarding biomarkers.  The primary focus has been the capture and annotation of 
biomarkers under study by the EDRN. The biomarker includes information about the biomarker 
itself, related resources, results from biomarker studies for specific organs, and related 
publications.  While this information often exists in many different places, JPL has worked with 
the NCI, DMCC and other groups to “semantically” link this information into an integrated 
database.  In addition, JPL has worked with the EDRN biomarker database curator at Dartmouth 
Medical School (K. Anton) to help capture this information.  In support of these activities JPL 
has developed both a curation system as well as an extension of the EDRN public portal to allow 
users to search, view and access results from biomarker research within EDRN.   
 
The EDRN Catalog and Archive Service provides an infrastructure for warehousing EDRN 
biomarker data results including both processed and unprocessed data sets.  The infrastructure 
includes both the ability to curate the data by biocurators as well as access and view the data by 
the research community via the EDRN public portal. The eCAS implementation for EDRN 
directly leverages the EDRN ontology this allows for configuration of each data set and 
associated data product that is warehoused to be defined by a set of Common Data Elements 
(CDEs).  It is critical to note that the definition for each data set can evolve as the science and 
technology evolve that captures the data.  Each data set and associated data product are stored in 
eCAS along with their metadata descriptions. These are eventually exported to the public portal, 
as mentioned.  In addition, JPL has been working closely with the Canary Foundation to allow 
for warehousing and sharing of data for collaborative projects with other groups. This allows 
users to bring up the EDRN portal, search for scientific data sets, and download those data sets 
regardless of whether their physical data is stored on EDRN hardware or within another data 
system environment.  Like other components, eCAS includes the rich security model so that 
users are both authenticated and authorized within the system so they only see and access data 
for which they are granted permission. 
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The Validation Study Information Management System (VSIMS) and the EDRN Study 
Information System (eSIS) were developed by the EDRN DMCC to support validation studies 
information and coordination.  They are critical to the overall EDRN Knowledge Environment 
and are therefore integrated with the rest of the system.  Like other databases, the information is 
published to the EDRN portal for viewing. JPL and the DMCC have worked together to ensure 
that these databases are built from the EDRN Biomarker Ontology and that the information can 
be shared with the rest of the system. JPL deployed services at the DMCC to allow for sharing of 
this information with the portal as well as the Biomarker Database and eCAS since all of these 
need information about studies, sites, investigators and related publications.  
 
One of EDRN’s early informatics successes was deploying a national virtual specimen sharing 
system called ERNE, for EDRN Resource Network Exchange [14, 15]. ERNE enables 
applications to share biospecimen inventory annotations across EDRN.  ERNE was successful 
because, while each system retained data in its native format, biospecimen objects that were 
shared were mapped and exchanged using the EDRN CDEs.  Figure 5 below shows ERNE and 
the components. These components are distributed at several EDRN sites including University of 
Colorado, University of Pittsburgh, Dartmouth Medical Center, Creighton University, Duke 
University,  University of California, San Diego, and more.  The primary interface for ERNE is 
deployed at the Fred Hutchinson Cancer Center.  Each site runs a set of OODT servers that 
enable it to share data.   
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Figure 5: ERNE System 

 
 
4. Development and coordination of an EDRN-wide Portal 
 
The center-piece of the EDRN Knowledge Environment is the EDRN Knowledge System Portal. 
The portal serves dual purposes including release of public information as well as a portal to 
serve multiple stakeholders including the EDRN research community, the NCI staff, and the 
public.  In addition to news, it contains significant scientific content that is all semantically 
linked providing a state-of-the-art interface for users to access and share results from EDRN 
research. 
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The public portal provides several features including 

• News and information about the EDRN program 
• Biomarker data and annotations 
• EDRN site and investigator information 
• EDRN study information 
• Data sets from EDRN research 
• EDRN Publications 
• Google-like search to find information and results 

 
Each of the EDRN applications described thus far, eCAS, ERNE, eSIS and the Biomarker 
Database, all publish content to the portal using the Resource Description Framework (RDF), a 
semantic web standard. RDF describes content (called “subjects”) by first identifying them with 
URIs. For EDRN, the URIs to eCAS data are the URLs to the eCAS installation plus the path to 
the data provided by the eCAS server. For ERNE, the URIs are URLs to individual specimen 
records. For the Biomarker Database, URIs are URLs to single biomarkers tracked in the 
database.  Figure 6 shows this concept. 
 

EKE Public Portal

eCAS ERNE eSIS
Biomarker 

Database

index

Science 

Community

 
Figure 6: Publishing Data to EDRN Portal 

 
JPL has built the portal using an open source technology known as Plone. Plone provides a 
content management infrastructure which allows content managers the ability to update and 
publish news and other information without making changes to the website. JPL has been one of 
the leaders in the use of the open source technology itself, presenting at several conferences on 
its unique use to support scientific data dissemination. JPL works with the DMCC and NCI to 
help them with the content management functions and to ensure that content for the portal is kept 
up to date. 
 
In addition to news content, the latest feature of the portal is full integration of the biomarker 
data and science results.  JPL has worked to integrate the content as mentioned above and to 
provide a rich set of capabilities for navigating and viewing that content.  The portal provides the 
ability to search and find information using an advanced, semantic search with a free text search 
engine much like Google ™.  The search results are organized into facets which allow users to 
navigate categories of information such as studies, biomarkers, science data, etc.  Figure 7 below 
shows this view. 
 



 12 

 
Figure 7: EDRN Portal Biomarker Data Search with Facets 

   
JPL has worked with the National Cancer Institute to support hosting and sharing of the services 
and information.  This includes working with Terpsys, a contractor for the Division of Cancer 
Prevention, to ensure that EDRN web services deployed at NCI under the cancer.gov domain, 
can integrate with other informatics services across EDRN.  
 
 
5. Development of Biomarker Data Model and Informatics Standards 
 
One of the major deliverables during the past period was development of an EDRN Biomarker 
Ontology that serves as a blueprint to describe the data, and it relationship, produced during 
biomarker research. An ontology is a modern mechanism for capturing and defining conceptual 
relationships and has been found to be highly effective in describing information produced for 
specific scientific domains. The EDRN ontology includes information about biomarkers, 
technologies, studies, results, publications, sites, and other information that forms a “model” for 
biomarker research.  From a software system architecture perspective, the JPL approach is to put 
the intelligence in the ontology, rather than in software.  This is because science is always 
evolving as new discoveries and approaches need to be supported by data analysis 
infrastructures. Therefore, the software architecture approach is to be ontology or model-driven 
where the data definitions are described in the model so that the underlying software support can 
dynamically evolve with the model to support new types of data, instruments, etc.   It is our plan 
to make the EDRN ontology publically available so that it evolves as a standard for constructing 
informatics systems in early detection of cancer biomarkers.  Figure 8 below shows a diagram of 
the ontology concept in EDRN. 
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Figure 8: EDRN Biomarker Ontology Conceptual Model 

 
In addition to the model, JPL has worked very closely with the DMCC and EDRN to define a 
structure for capturing and managing EDRN Common Data Elements. Common Data Elements 
(CDEs) are attributes defined in the model, but used specifically in the capture and management 
of information. For example, EDRN has defined a standard set of CDEs for capturing and 
managing information about biospecimens. These CDEs have been important for building an 
integrated system for sharing biospecimens.  The CDEs are based on an international standard 
known as ISO/IEC 11179.  
 
 
 
6. Develop data sharing policies for biomarker research and collaboration across 
collaborative groups and among EDRN researchers 
 
Over the past few years, JPL has worked with the Data Sharing and Informatics Sub-committee 
within the EDRN and NCI to develop policies for data sharing. These policies include 
recommendations for the following: 

• data release 
• data sharing 
• security 
• standard processes for acquisition, storage, organization, retrieval and maintenance over 

time 
 
The data release policies describe the period of time that a researcher has to release data for 
public use via eCAS. The data sharing policies describe the requirements and recommendations 
for sharing data within EDRN, which is compliant with the broader NIH policies.  The security 
policy describes the multi-level security plan mentioned earlier and which groups have access to 
which type of biomarker data as biomarkers transition through phases of development.  The 
processes mentioned above address mechanisms for managing the data throughout the lifecycle 
of a biomarker. Figure 9 below shows that lifecycle. 
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Figure 9: Biomarker Data Lifecycle 
 
 
 
 
 
7: Provide curation of biomarker data results from EDRN studies 
 
JPL and the Dartmouth Medical School worked very closely with NCI program directors and the 
DMCC to develop a curation process for the EDRN.  This process includes developing a rich set 
of annotations of biomarkers and ensuring that the information is scientifically valid and useful.  
In addition, this was closely coordinated with tool and systems development to ensure that 
curation tools would enable the capture of information and that it could then be made available to 
EDRN research community and ultimately the public.    This information includes biomarker 
studies and protocols, biomarker annotations, scientific data sets, publications and other related 
information. 
 
 
III. FUTURE PLANS 

 
The EDRN informatics activities are leading-edge.  They have helped the National Cancer 
Institute and biomedical research demonstrate the ability to support cross-institution 
collaboration through informatics.  It has also shown the ability to improve data sharing and 
access by researchers both inside and outside the EDRN network.  As such, the EDRN 
informatics infrastructure provides a robust foundation on which to continue to expand the 
program. 
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During the next period of performance, JPL plans to build on top of many of the capabilities 
including eCAS, ERNE, the biomarker database, and the public portal.  These capabilities 
include improving the ability for researchers to directly process, capture and share their data both 
during the discovery and validation phases of a biomarker.   In addition, JPL will work to capture 
the team project biomarkers and to develop a world-class database of biomarker information that 
will be useful to the community.  Besides accessing biomarker information, the ERNE 
infrastructure will continue to be integrated into the EDRN public portal providing access both 
through the real-time data sharing infrastructure as well to annotated information about reference 
sets and other information.  
 
One of the key capabilities that many researchers have accessed for is access to specific tools 
that support study management.   JPL plans to actively work with the EDRN research 
community to adopt and develop, where needed, tools to support study management through a 
web-based infrastructure. 
 
Finally, the infrastructure planned to be delivered through an open source model.  This includes 
not only sharing the software, but actively publishing and distributing it through major open 
source infrastructures including the Apache Software Foundation and SourceForge. 
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